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Q. No. 1: Can apriori mining algorithm handle convertible constraints? Justify. 
Answer: 
[bookmark: _GoBack]No. Apriori mining algorithm cannot handle convertible constraints.
· A convertible, not monotone nor anti-monotone nor succinct constraint cannot be pushed deep into the an Apriori mining algorithm
· Within the level wise framework, no direct pruning based on the constraint can be made
· Itemset violates constraint 
· Though satisfies Constraint, Apriori needs to assemble the Itemsets cannot be pruned
· But it can be pushed into frequent-pattern growth framework!

Q. No. 2: Discuss the relationship between colossal and core patterns.  
Answer: 
Pattern-Fusion efficiently finds a good approximation to the colossal patterns and small core patterns in one step. That is, with Pattern-Fusion, a colossal pattern is discovered by fusing its small core patterns in one step.
Q. No. 3: What is boosting? State why it may improve the accuracy of decision tree induction? 
Answer: 
Boosting is a machine learning ensemble meta-algorithm for reducing bias primarily and also variance in supervised learning, and a family of machine learning algorithms which convert weak learners to strong ones. A strong learner is a classifier that is arbitrarily well-correlated with the true classification. Pruning could be applied to decision tree induction to help improve the accuracy of the resulting decision trees. Boosting is a method for improving the predictive power of classifier learner systems. It’s a set of classifier that’s combined by voting; and boosting by adjusting the weights of training instances.


Q. No. 4: Ensemble methods improve classification accuracy. How?  
Answer: 

Recently in the area of machine learning the concept of combining classifiers is proposed as a new direction for the improvement of the performance of individual classifiers. These classifiers could be based on a variety of classification methodologies, and could achieve different rate of correctly classified individuals. The goal of classification result integration algorithms is to generate more certain, precise and accurate system results. Dietterich (2001) provides an accessible and informal reasoning, from statistical, computational and representational viewpoints, of why ensembles can improve results.
Ensemble methods use a combination of models to increase accuracy by combining a series of k learned models, M1, M2, …, Mk, with the aim of creating an improved model M*.

Numerous methods have been suggested for the creation of ensemble of classifiers.
· Using different subset of training data with a single learning method
· Using different training parameters with a single training method (e.g. using different initial weights for each neural network in an ensemble)
· Using different learning methods.

  Few Popular Ensemble methods:
· Bagging: averaging the prediction over a collection of classifiers
· Boosting: weighted vote with a collection of classifiers
· Ensemble: combining a set of heterogeneous classifiers
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