Chapter 9 Solutions
1. One way propagation time between Miami and San Francisco is (4.5*106)/(2*108) = 15 msec.
Duration of an ATM cell = (53*8*)/(155.52*106) = 0.003 msec.
(a) Datagram service takes one-way propagation time plus duration of the frame.  Thus, total time is 15.003 msec.
(b) SVC takes a minimum of twice the propagation time to set up the circuit and another one-way propagation time to send the packet.  Thus, the total time is 45.003 msec.
(c) In PVC, the circuit is pre-established and hence the total time to send an ATM cell is only 15.003 msec.


2. Packetization delay for the three cases are:
(a) 1 byte packet: 8/(64*103)  = 0.125 msec.
(b) 1500 byte packet = (1500*8)/(64*103) = 187.5 msec.
(c) ATM cell has 48 byte information. (48*8)/ /(64*103) = 6 msec.


3. Maximum efficiency is when all the cells are filled with data (no partially filled cell at the end).  The maximum efficiency is (48/53) or 90.1%.


4. (a) Overhead of an Ethernet packet is 26 bytes.
 
Data size = 1500 - 26 = 1474
 
Efficiency = (1474/1500) or 99.5%.
(b) Overhead of an ATM cell is 5 bytes.  The 1474 data bytes occupy 31 cells, the last one being a partially filled cell.
 
Efficiency = (1474/(31*53) or 89.7%


5. 
 




Figure for Exercise 5

6. The following are the steps for the newly added LEC to become part of the ELAN.
 1. LECS Connect Phase: LEC establishes a VCC (Virtual Channel Connection) to LECS 
 2. Configuration phase: LEC discovers LES and BUS.  LEC learns from LES the parameters of the ELAN it would join.
 3 Join phase: LEC establishes control connection to LES. LEC address is registered on LES.  LES creates the translation between the 6-byte MAC address of the LEC NIC and 20-byte ATM address.  LEC is assigned a unique LEC identifier.
 4. Initial registration phase: Additional destination MAC addresses that are represented by the LEC are registered.
 5. BUS connect phase: LEC discovers the BUS using ARP (Address Resolution Protocol).  BUS provides the multicast address to LEC.  (All multicast packets are sent by LEC to Bus).
 6. Operational phase: The LEC is now ready for operation.

7. As shown in Figure 9.2, M2 interface will be used to talk to an SNMP agent in one of the ATM switches.


8. (a) Interfaces group can be used to detect an interface failure.  The four objects to be used are: (i) ifIndex, (ii) ifType, (iii) ifAdminStatus, and (iv) ifOperStatus.
IfIndex is the interface to be tested;
ifType would determine what interface it is, such as DS1, DS3 or SONET;
if AdminStatus is up and ifOperStatus is down, then it would indicate an interface failure.


9. ATM Interface MIB object group can be used to detect an ATM interface failure.  The atmPhysicalGroup can be used to locate the physical failure and atmVccGroup can be used to test virtual channel connection.


10. Three MIB groups are used to determine the QoS classes across an ATM link.  They are:
 
Interfaces group
{mib-2 2}
 
ATM Virtual Circuit Link Table group
{atmMIBObjects 7}
 
ATM Traffic Descriptor Parameter Table group

{atmMIBObjects 5}.
The interface ifIndex columnar object in the atmVclTable is obtained from the interfaces MIB.  
The entries in the atmVclTable with the common ifIndex value of interest are used to identify all VCIs associated with that link.  The columnar objects atmVclVpi and atmVclVci along with ifIndex uniquely identify the VCIs associated with this link.  Each entry in this table have two columnar objects, atmVclReceiveTrafficDescrIndex and atmvclTransmitTrafficDescrIndex, that refer to the index of the columnar object atmTrafficDescrParamIndex, which is index of the atmTrafficDescrParamTable.  The columnar object atmTrafficQoSClass in that table identifies the QoS class.


11. (a) M2 interface is used by CNM (Customer Network Management).  It queries the SNMP agent in the ATM device, which then uses the proxy server to forwards the query to the ILMI management entity (See Figure 9.14)
(b) Same as (a).  The data here traverses the public ATM network, but the carrier management system is not involved in gathering the data.
(c) M3 and M4 interfaces are involved in this process.  CNM queries the agent in Carrier Management System, which in turn queries the SNMP agent in the ATM device that has the link to Customer X Site 2.  The SNMP proxy server in the device is invoked to collect the data from the ILMI management entity that links the ATM device in the public network to the ATM device in the private ATM network in Customer X Site 2.
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